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This study evaluated the use of frequent online assessments due prior to lecture, known as
readiness assessment tests (RATs), in 2 sections of an upper-division psychology course.
We compared the efficacy of RATs on students’ exam performance, in-class participation,
and attendance using a nonequivalent control group design. We also measured students’
self-report of studying and preference for RATs using a satisfaction survey. Results
indicated significantly higher average unit exam grades, a higher level of student atten-
dance, and more reports of active study habits for students exposed to RATs compared with
the control group, but we did not find significant differences in student participation.
Students also reported a preference for RATs over frequent in-class quizzes. Overall, our
results support that RATs may be an effective and preferred assessment strategy to improve
students’ overall exam grades and promote active study habits. Recommendations for
assessment in higher education and future research are discussed.
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Academic success in college requires a com-
bination of active study habits such as complet-
ing assigned readings before class, taking effec-
tive notes during lectures, and studying course
materials regularly (Credé & Kuncel, 2008; Lei,
2015). Many students entering college are not

proficient in effective study skills (Karpicke,
Butler, & Roediger, 2009; Lammers, Onwueg-
buzie, & Slate, 2001). This lack of preparedness
may be caused by a discontinuity between high
school and college course demands (MacKen-
zie, 2009). For example, college students are
expected to learn primarily from assigned read-
ings and lectures and are expected to spend
much more time outside of the classroom study-
ing course materials (Michael, 1991; Thomas,
Bol, & Warkentin, 1991). Studying may be
maintained by aversive control, in that it relieves
the anxiety of not being prepared for an upcoming
exam (Michael, 1991). As such, a sharp increase
in studying often occurs as the exam approaches
(e.g., Jarmolowicz, Hayashi, & St. Peter Pipkin,
2010; Perrin et al., 2011). Distributed practice
(studying across time) is highly effective, com-
pared with studying once before an exam, but may
take more time and effort (Dunlosky, 2013). Ad-
ditionally, environmental variables that may inter-
fere with consistent studying are plentiful in col-
lege (e.g., access to leisure media), and these
variables often have more immediate conse-
quences (Panek, 2014).
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Although instructors may have little control
over competing variables outside the classroom,
carefully designed course contingencies can
make a positive impact on student study habits
(e.g., Johnson, Perrin, Salo, Deschaine, & John-
son, 2016; Perrin et al., 2011). Instructors have
control over the grading structure of a course,
which can be an important motivational factor
for students. One way in which instructors can
use this motivational factor to promote effective
study habits is through frequent testing (e.g.,
Lyle & Crawford, 2011). Distributed practice,
in the form of self-testing or practice tests, is a
highly effective strategy to promote retention of
course content and enhance retrieval on exams
(Dunlosky, 2013; Dunlosky, Rawson, Marsh,
Nathan, & Willingham, 2013; Roediger & But-
ler, 2011). However, researchers have found
that students do not engage in self-testing (and
often repeatedly read over their notes or as-
signed readings) when left to self-regulate their
learning (Dunlosky, 2013; Karpicke et al.,
2009). Instructors implementing frequent tests
create contingencies to promote effective study
habits when tests impact overall course grades
and require a thorough understanding of the
material (Lyle & Crawford, 2011; McDaniel,
Wildman, & Anderson, 2012; Michael, 1991).

Frequent testing procedures have been empir-
ically evaluated in many college classrooms
with positive results (Bangert-Drowns, Kulik,
& Kulik, 1991; Duty, 1982; Gaynor & Millham,
1976; Kuo & Simon, 2009; Martin &
Srikameswaran, 1974; Roediger & Karpicke,
2006). For example, Connor-Greene (2000)
sought to compare students’ self-report of
studying between classes experiencing daily
quizzes versus four infrequent exams. The ma-
jority of students reported that they completed
their readings in both testing conditions. How-
ever, 92% of the students who were given daily
quizzes reported completing the reading by the
assigned date (i.e., before attending class) com-
pared with 16% of students with four scheduled
tests. In addition, several studies have shown
that students are more likely to attend classes
with frequent quizzing or testing schedules
(Hovell, Williams, & Semb, 1979; Pennebaker,
Gosling, & Ferrell, 2013; Wilder, Flood, &
Stromsnes, 2001). Overall, past research has
demonstrated frequent testing contingencies
may increase learning, the timing of studying,
and class attendance, and students have reported

positive attitudes toward instruction when fre-
quent testing schedules were implemented
(Bangert-Drowns et al., 1991; Kuo & Simon,
2009; Nguyen & McDaniel, 2015; Roediger &
Karpicke, 2006).

Despite positive outcomes, intensive testing
schedules have been shown to have a few dis-
advantages for students and instructors. First,
students with little to no experience with fre-
quent testing schedules may report a punitive
feeling toward having to prepare for multiple
quizzes or exams and may display greater feel-
ings of anxiety in the classroom (e.g., Padilla-
Walker, 2006). Second, instructors implement-
ing frequent testing schedules may experience a
negative testing effect if they opt to sample
items provided by textbook publishing compa-
nies (e.g., quiz bank questions, supplemental
quizzes) rather than developing their own quiz
items that relate to later exam items (Nguyen &
McDaniel, 2015). Instructors may choose this
option to limit the amount of time and resources
needed to implement a frequent testing sched-
ule. However, recent research tentatively sug-
gests that adopting supplemental textbook ma-
terials may not lead to student gains if there is
an unsystematic association between quiz and
exam items (Nguyen & McDaniel, 2015;
Wooldridge, Bugg, McDaniel, & Liu, 2014).
Finally, frequent in-class quizzes may take
away from the allotted time students spend in
class, leaving the instructor with less time to
cover course material and facilitate in-class in-
teractions. To overcome this disadvantage of
frequent testing, instructors could save valuable
class time by posting quizzes online for students
to complete outside of class. One approach that
uses this method is Just in Time Teaching
(JiTT; Novak, Patterson, Gavrin, & Christian,
1999).

JiTT includes frequent online Readiness As-
sessment Tests (RATs) to ensure students com-
plete assigned readings before class (Novak et
al., 1999). RATs are typically due 2 hr before
class begins and contain questions from the
reading material that will be covered in the
upcoming lecture. The instructor reviews stu-
dent RAT responses before class and adapts the
lecture based on student responses (Novak et
al., 1999). Benedict and Anderton (2004) eval-
uated JiTT and found that students earned
higher final exam scores and reported greater
satisfaction with the course compared with stu-
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dents who completed in-class reading quizzes.
A greater number of students also reported read-
ing before class when JiTT was added to a
lecture course (Howard, 2004). Although JiTT
promotes appropriate study habits, provides the
instructor with information on which areas of
the material to focus on during lecture, and
minimizes the use of class time for assessment,
it may be unrealistic for some instructors to
adopt JiTT. Instructors implementing JiTT must
devote time immediately before class (typically
during the 2 hr beforehand) to review RAT
responses and incorporate them into the lecture.
This time commitment may be impractical if the
instructor teaches an early morning class, has
back-to-back classes, or has other time conflicts
before class.

Instructors may not have teaching schedules
that allow them to use all components of JiTT,
but the RAT component of JiTT may still be a
beneficial assessment strategy on its own.
Weinstein and Wu (2009) compared the use of
RATs alone with frequent online quizzes in a
psychology course with four major content
units. Students were required to complete RATs
prior to class in the first and third units and
completed online quizzes at the end of each
week during the second and fourth units. The
authors found that students scored higher on
unit exams when they completed RATs in place
of online quizzes. Students also reported that
RATs enhanced their ability to participate in
lectures, increased the amount of readings they
completed, and were preferred over frequent
quizzes. Although this investigation demon-
strated promising results for the use of RATs,
two limitations of this investigation should be
noted. First, Weinstein and Wu compared their
assessment procedures across units of varying
difficulty in a single college classroom. There-
fore, there is a possibility that students per-
formed better in units for which RATs were
used because the content in those units was less
difficult than the content covered in units for
which online quizzes were administered. Sec-
ond, the authors did not directly measure perti-
nent student behaviors such as attendance and
student participation. It may be the case that
RATs increase these behaviors as well as exam
scores.

The purpose of this investigation was to ex-
tend the work of Weinstein and Wu (2009) by
evaluating the effects of RATs on students’

academic success by comparing performance
across two sections of a college course taught
by the same instructor. In addition to evaluating
students’ exam scores, we directly assessed
the effects of RATs on students’ participation
in the classroom and attendance. We also
gathered students’ self-report of reading, abil-
ity to follow along in class, preparation for
class and unit exams, and preference for the
assessment strategy.

Method

Participants and Course Structure

Students in two sections of an undergraduate
Psychology of Exceptional Children course at a
large Western state university participated in the
current study. Both sections met in the morning
(Section A at 8:00 a.m., Section B at 10:00
a.m.) for 50 min three times per week. Course
content was divided into six units, each centered
on a general topic, and subtopics within a unit
typically spanned two class meetings. The in-
structor for both sections (the first author) used
identical Microsoft PowerPoint slides and
started and ended the lecture at the same point
in the slides in an effort to cover the same
content across sections each day. In addition,
the instructor posted guided notes (as described
by Barbetta & Skaruppa, 1995) online for both
sections at least 24 hr before each lecture, but
did not require students to use this note-taking
strategy.

Students were not aware that they were par-
ticipating in a research study until the end of the
semester. On the last day of class, the instructor
debriefed the students and gave them the option
to provide informed consent and complete a
participant information and satisfaction survey.
The instructor was not aware of which students
provided consent until after the semester con-
cluded. The university’s institutional review
board approved all procedures used.

Section A. A total of 85 students were en-
rolled in Section A. One student withdrew from
the course during the sixth week of the semes-
ter. Of the 84 students who completed the
course, 75 students (61 females, 14 males) gave
consent and completed the participant informa-
tion and satisfaction survey. Students ranged
from 18 to 60 years of age (M � 24.0, SD �
6.7). Section A was mostly comprised of juniors
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(61.3%) and seniors (25.3%), and the majority
(81.3%) of students were psychology majors.
Students were enrolled in an average of 13.1
credit hours (SD � 3.3) and had an average
grade point average (GPA) of 3.1 (SD � 0.4).
The majority (81.3%) of students reported being
employed during the semester, and most stu-
dents were working between 11 to 30 hr per
week.

Section B. A total of 86 students were en-
rolled in Section B, and one student withdrew
from the course during the 10th week of the
semester. Of the 85 students who completed the
course, 79 students (59 females, 20 males) gave
consent and completed the survey. Students
ranged from 19 to 49 years of age (M � 23.7,
SD � 5.0). Section B was also mostly com-
prised of juniors (46.8%) and seniors (49.4%),
and the majority (89.9%) of students were psy-
chology majors. Students were enrolled in an
average of 13.2 credit hours (SD � 2.1) and had
an average GPA of 3.2 (SD � 0.4). The major-
ity (72.2%) of students reported being em-
ployed during the semester, and most students
were working between 11 to 30 hr per week.

Experimental Design

A nonequivalent control-group design (Mar-
tella, Nelson, & Marchand-Martella, 1999) was
used to evaluate the effects of RATs on stu-
dents’ unit exam scores, participation, and at-
tendance. Prior to the start of the semester, a
research assistant flipped a coin to select the
sections that would serve as the control (Section
A) and experimental (Section B) groups.

Preexperimental Procedure (Pretest)

A pretest was used to compare students’ pre-
existing knowledge of the course content be-
tween Sections A and B because students self-
selected their section assignments during
enrollment. The pretest was administered online
during the first week of class and consisted of
30 multiple-choice and true–false items. An in-
dependent samples t test revealed no statisti-
cally significant differences between the sec-
tions on the pretest, t(151) � 0.40, p � .05. We
also used information from the participant in-
formation and satisfaction survey to evaluate
group equivalence and found no differences be-
tween groups in terms of age, t(152) � �.24,
p � .05, GPA, t(143) � 1.80, p � .05, and the

total number of units or credit hours in which
students were enrolled, t(149) � 0.40, p � .05.

Experimental Procedures

Students in both sections were exposed to the
same course content and took an in-class exam
worth 50 points at the end of each unit. Unit
exams consisted of 38 multiple-choice and
true–false items worth 1 point each and two
essay questions worth 6 points each. Students
were also offered the option of taking a com-
prehensive, remedial final exam to replace a low
unit exam score. This exam consisted of 50
multiple-choice and true–false items worth 1
point each. The instructor also assigned three
homework assignments that included the pretest
described above (worth 10 points), a preference
assessment worksheet (worth 20 points), and a
short reaction paper to a guest speaker (worth
40 points). Finally, students in the experimental
group were required to complete RATs online
prior to class (described below), whereas stu-
dents in the control group had no RAT assign-
ments.

Experimental group (Section B). Students
in Section B were given three opportunities to
complete a RAT per unit (with the exception of
Unit 4, for which there were four RATs). The
number of RATs matched the number of read-
ings per unit. Each RAT was worth a total of 5
points and consisted of three fill-in-the-blank
definitional statements (each worth 1 point) and
one reflective short-answer essay (e.g., “De-
scribe the major point of the article,” “Describe
an area of the reading that was most intriguing/
challenging to comprehend and why”) worth 2
points. All RAT questions were developed by
the instructor and related to the assigned read-
ings. All RATs were due before the beginning
of class and were posted online approximately
72 hours before the due date. Students were
only required to complete two RATs per unit,
for a total of 60 points. However, students could
complete the third RAT in each unit for an extra
credit point if they scored a minimum of 4
points on the third RAT. Students could earn 2
extra credit points in Unit 4, as there were four
readings in that particular unit. That is, students
in Section B could earn a total of 7 potential
extra credit points over the course of the semes-
ter, whereas students in Section A were not
offered extra credit opportunities. Extra credit
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points were added to students’ raw grades at the
end of the semester (i.e., not to unit exam
scores) and were not included in the dependent
measures for this investigation. All RATs were
graded based on both the accuracy and com-
pleteness.

Participant information and satisfaction
survey. Students were given the option of
completing a survey on the last day of class.
The participant information portion of the sur-
vey consisted of 13 multiple-choice and fill-in-
the-blank items used to gather demographic in-
formation, and the participant satisfaction
portion consisted of either four (Section A) or
11 (Section B) Likert-scale questions used to
gather students’ perceptions of reading before
class, their ability to follow discussions, partic-
ipation, and feeling prepared for exams. Stu-
dents in Section B were asked additional ques-
tions regarding their perceptions of and
preference for RATs. All participant satisfac-
tion survey questions are listed in full in
Table 1.

Data Collection

All class meetings were video recorded. Per the
university’s institutional review board instruc-
tions, the video camera was placed in the front of
the classroom and captured only the instructor
(i.e., images of students were not captured). Stu-
dents were told that videos were being used to
evaluate the instructor’s teaching style.

Unit exams and readiness assessment tests.
The primary dependent measure was students’
unit exam scores. Teaching assistants graded all
exams and RATs using a detailed grading rubric
developed by the instructor. The instructor in-
troduced all rubrics during weekly teaching-
assistant meetings, in which she modeled how
to assign points using examples of correct and
incorrect student responses.

Student participation. Research assistants
viewed the first 30 min of each lecture via video
and tallied (mainly using the audio of the record-
ings) student participation. Data were collected in
this manner because it would have been too dif-
ficult to collect real-time data, given the large
number of students in the classroom. An instance
included when students (a) responded to questions
posed by the instructor, or (b) asked questions of
the instructor by either calling out or being called
on by the instructor. Questions or comments un-
related to the class topic for the day (e.g., when an
assignment was due) were not included in the
total.

Instructor prompts. The instructor posed
several standard-lecture, open-ended questions
in an oral manner during each class. The in-
structor included asterisks as stimulus prompts
on the PowerPoint slides in an effort to prompt
her to ask the same questions to control for the
number of questions presented to each group.
Event recording was used to collect data (either
in vivo by teaching assistants or via video by

Table 1
Percentage of Students Agreeing or Strongly Agreeing to Satisfaction Survey Questions

Question
Section A
(n � 75)

Section B
(n � 79)

1. I read the assigned material before attending class 13.3% 62.0%
2. I was able to follow class discussions 92.0% 94.9%
3. I felt prepared to participate in class 57.3% 77.2%
4. I felt prepared for unit exams 64.0% 79.7%
5. I perform better on exams when I complete RATs 59.5%
6. I like using RATs 53.2%
7. Other instructors should use RATs 59.5%
8. I spent more time listening and thinking about concepts in class on days when

I completed a RAT
65.8%

9. I did not like being required to complete RATs 20.3%
10. Overall, I had a positive reaction to RATs 64.6%
11. I would prefer RATs to in-class reading quizzes 77.2%

Note. Ratings were based on a Likert-type scale from 1 (strongly agree) to 5 (strongly disagree). Students in both sections
completed Questions 1 to 4, and only students in the experimental group (Section B) completed Questions 5 to 11. RAT �
readiness assessment test.
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research assistants) on the number of instructor
prompts in the first 30 min of each lecture. Any
questions not related to class material (e.g., ask-
ing students to repeat back when an assignment
was due) were not included in the total.

Student attendance. Approximately 10 min
into each lecture, a teaching assistant tallied the
number of students in the classroom. Any students
who entered the classroom after the tally had been
completed were not included in the total. The total
was then divided by the number of students en-
rolled in the section to generate a percentage of
attendance for each lecture.

Interobserver Agreement

Unit exams and readiness assessment tests.
Teaching assistants photocopied a random se-
lection of approximately 30% of the students’
RATs or exams for a second teaching assistant
(who was blind to the experimental and control
groups) to grade. This practice was used for
100% of RATs and exams to ensure students
were graded fairly and accurately. Interobserver
agreement (IOA) was calculated using the
point-by-point method by dividing the number
of agreements by the total number of agree-
ments plus disagreements and converting the
ratio to a percentage (Cooper, Heron, &
Heward, 2007). Mean IOA across all unit exams
was 97.4% (range � 95.9% to 98.5%) for Sec-
tion A and 97.2% (range � 94.6% to 98.9%) for
Section B. Mean IOA across all RATs was
98.7% (range � 82.6% to 100%) for Section B.

Student participation. A second research
assistant independently collected data on student
participation for 100% of lectures for both sec-
tions. IOA was calculated using the frequency
ratio method by dividing the smaller total by the

larger total and converting the ratio to a percent-
age (Kazdin, 2011). Mean IOA was 98%
(range � 81.8% to 100%) for Section A and
98.1% (range � 83.3% to 100%) for Section B.

Instructor prompts. A second teaching or
research assistant independently collected data
on instructor prompts for 92.9% and 65.5% of
lectures for Sections A and B, respectively. IOA
was calculated using the frequency ratio meth-
od. Mean IOA was 96.3% (range � 80% to
100%) for Section A and 95.2% (range � 80%
to 100%) for Section B.

Student attendance. A second teaching as-
sistant independently counted the number of
students in the classroom for 96.8% and 69% of
lectures for Sections A and B, respectively. IOA
was calculated using the frequency ratio meth-
od. Mean IOA was 100% for Section A and
99.4% (range � 97% to 100%) for Section B.

Effect Size Calculations

We selected Cohen’s d (Cohen, 1988) as a
measure of effect size (ES) to estimate the prac-
tical significance of RATs on unit exam scores,
participation, and attendance. We calculated d
by dividing the mean difference between groups
by the pooled standard deviation and interpreted
scores by using Cohen’s (1988) suggested
benchmarks of 0.2, 0.5, and 0.8 to indicate
small, medium, and large effects.

Results

Unit Exams and Readiness Assessment Tests

Table 2 summarizes unit exam performance for
Sections A and B. Students in Section B (exposed

Table 2
Comparison of Performance on Unit Exams for Sections A and B

Exam

Section A
(control)

Section B
(experimental)

Diff (B � A) t(152) p ESM SD M SD

Unit 1 73.81 18.89 79.29 14.01 �5.48 2.05 .04 .33
Unit 2 69.69 25.74 76.82 21.15 �7.13 1.88 .06 .30
Unit 3 75.79 14.62 78.09 12.65 �2.30 1.05 .30 .17
Unit 4 77.29 21.03 81.80 14.36 �4.50 1.56 .12 .25
Unit 5 71.95 15.59 74.89 15.81 �2.94 1.16 .25 .19
Unit 6 80.39 12.52 82.56 9.74 �2.17 1.20 .23 .19

Note. Diff � difference score; ES � effect size.
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to RATs) performed significantly better than the
students in Section A (the control group) on the
first unit exam. Although average exam scores
were higher for Section B across all unit exams,
independent samples t tests revealed that these
differences were not significant for any exam
other than Unit 1. The ESs for the first, second,
and fourth unit exams are considered small effect
sizes according to Cohen’s (1988) criteria,
whereas the ESs for the remaining exams fell
below criteria for practical significance.

When comparing the distribution of average
unit exam scores at the end of the semester
across sections (see Figure 1), a larger propor-
tion of students in Section B received As, Bs,
and Cs (12.7%, 38.0%, and 32.9%, respec-
tively) than students in Section A (6.7%, 32.0%,
and 28.0%, respectively). Also, a larger propor-
tion of students in Section A received Ds or
failing grades (24.0% and 9.3%%, respectively)
than students in Section B (12.7% and 3.8%,
respectively). An independent samples t test
revealed that students had a significantly higher
unit exam score average in Section B (M �
78.85, SD � 9.82) than students in Section A
(M � 74.82, SD � 10.94), t(152) � 2.41, p �
.02, with an ES of .39, indicating a small to
medium effect (Cohen, 1988). Also, 62.7% of
students in Section A self-elected to take the
optional remedial final exam compared with
41.8% of students in Section B.

The number of RATs completed by students
in Section B ranged from five to 19, and the

majority of students (81.0%) completed all 12
required RATs. In addition, 91.1% of students
completed at least one additional RAT for extra
credit, and seven students completed all 19 pos-
sible RATs. We also found a moderate positive
correlation between the number RATs com-
pleted and students’ overall unit exam average
in Section B, r(77) � .31, p � .05.

Student Participation and Instructor Prompts

As seen in Figure 2, the number of student
responses per class was quite variable for both
Section A (M � 10.57, SD � 5.43) and Section
B (M � 10.50, SD � 6.36) across the semester.
We found no significant difference in the num-
ber of student responses between groups,
t(54) � �.04, p � .05, and the ES for student
participation (0.01) fell below Cohen’s (1988)
criteria for practical significance. We also com-
pared the number of instructor prompts pro-
vided in Section A (M � 5.0, SD � 3.27) with
the prompts provided in Section B (M � 5.3,
SD � 3.70), and we found no statistically sig-
nificant difference between the groups, t(54) �
0.19, p � .05, suggesting that the instructor
provided a similar amount of participation op-
portunities across sections.

Student Attendance

As seen in Figure 3, attendance decreased dur-
ing approximately the first half of the semester in
both sections followed by relatively stable atten-

Figure 1. Distribution of end-of-the-semester average unit exam grades for students in
Sections A and B.
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dance for the remainder of the semester. When
student attendance was compared across sections,
an independent samples t test revealed that a sig-
nificantly higher percentage of students in Section
B (M � 80.55, SD � 9.33) attended class than
students in Section A (M � 75.14, SD � 8.41),
t(56) � 2.32, p � .02. The ES for attendance was
0.61, which is considered a medium effect accord-
ing to Cohen’s (1988) criteria.

Participant Satisfaction Survey

The percentages of students in each section
who agreed or strongly agreed with each of the

questions in the participation satisfaction survey
are presented in Table 1. In general, the major-
ity of students in Section B had a positive re-
action to RATs and reported spending more
time listening and thinking about concepts on
days when they completed RATs.

Discussion

Past research suggests that using RATs in
college classrooms may have many advantages
for students, such as encouraging reading before
class and preparing for exams (Benedict & An-

Figure 2. Number of student responses per lecture in Sections A and B over the course of
the semester.

Figure 3. Percentage of students attending lectures in Sections A and B over the course of
the semester.
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derton, 2004; Howard, 2004; Weinstein & Wu,
2009). The purpose of the current study was to
expand this line of research by evaluating the
efficacy of RATs on students’ (a) exam perfor-
mance, (b) participation, (c) attendance, and (d)
self-report of active study habits across two
sections of a college course. We also measured
students’ reported preference for RATs in the
experimental group using a satisfaction survey.
We found that students required to complete
RATs performed better on all unit exams com-
pared with our control group. Those differences
were statistically significant for the first unit
exam and practically significant (according to
our ES indices) for the first, second, and fourth
exams. Our results were similar to those of
Weinstein and Wu (2009), who found signifi-
cant differences between only the first and sec-
ond unit exam scores when comparing RATs
with weekly online quizzes. However, it should
be noted that Weinstein and Wu compared two
assessment strategies across units of varying
difficulty in one classroom, whereas we evalu-
ated the effectiveness of RATs across two sec-
tions of the same course taught by the same
instructor.

Although we only found a statistically signif-
icant difference in exam performance for the
first unit exam, students appeared to benefit
from the cumulative effects of RATs. We found
that students exposed to RATs had significantly
higher overall average unit exam grades (i.e.,
what many professors teaching large college
courses use as a final course grade). Benedict
and Anderton (2004) found similar results when
comparing the effects of JiTT with five-item
in-class quizzes on students’ final cumulative
exam scores. Furthermore, students in Section
B were more likely to receive a passing course
grade and were less likely to take an optional
remedial final exam than students in Section A.
That is, more students in the experimental group
were able to allocate their resources (e.g., study
time) to other courses during finals week. Taken
together, these results suggest that students in
the experimental group experienced both a sta-
tistically and socially significant impact of
RATs on their overall exam grade.

To the authors’ knowledge, the current study
is the first to evaluate the effects of RATs on
participation using a direct measure rather than
self-report (e.g., Weinstein & Wu, 2009); how-
ever, we did not find differences in participa-

tion. The number of questions an instructor
poses during lectures could reasonably contrib-
ute to the frequency of participation (e.g., Sha-
bani & Carr, 2004). In the current study, the
instructor included written cues to ask the class
questions on her PowerPoint slides to control
for this potential confound. However, it may be
the case that other variables outside of the in-
structor’s control led to equivalent participation
across sections. For example, there may have
been more students in the control group who
had a genuine interest in (or practical experi-
ence with) the subject matter, which may have
motivated certain students to participate more
often. Anecdotally, the instructor did observe a
few students who participated multiple times
during each class in Section A compared with a
greater variety of students who would partici-
pate (but less often) in Section B. Researchers
interested in the topic of encouraging student
participation might consider including a more
sensitive measure that controls for potential
“conversation monopolizers” by only including
the number of students who participated in a
given lecture in addition to an overall frequency
count. Instructors might also consider measur-
ing student responding via an electronic class-
room response system, commonly referred to as
clickers, when teaching large class sizes (see
Keough, 2012, for a recent review of clickers in
the classroom).

Earlier research suggests that frequent testing
schedules can have a positive impact on student
attendance (e.g., Hovell et al., 1979; Penne-
baker et al., 2013; Wilder et al., 2001), and we
found comparable results. This finding is note-
worthy, as students in the current study were not
required to attend class to complete online
RATs or receive points toward their grade. We
may have observed an increase in attendance in
the experimental section because completing
RATs increased students’ motivation to attend
class. That is, attending class was more rein-
forcing when students were prepared. It should
be noted that more students in the experimental
group attended class at the beginning of the
semester compared with the control group.
Therefore, our significant difference between
groups could be due to the independent variable
as well as potential extraneous variables such as
the timing of the class (e.g., Section B met at
10:00 a.m., whereas Section A met at 8:00
a.m.).
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Past evaluations of JiTT and RATs have
found that students report positive reactions to
these teaching and assessment strategies (e.g.,
Benedict & Anderton, 2004; Howard, 2004;
Weinstein & Wu, 2009), and students re-
sponded similarly in the current study. In addi-
tion, 77.2% of students experiencing RATs re-
ported they would prefer RATs to in-class
reading quizzes. This proportion is larger than
what has been reported in previous studies (e.g.,
Weinstein & Wu, 2009). This discrepancy may
be due to the fact that students in the Weinstein
and Wu (2009) study were asked their prefer-
ence between online RATs and online weekly
quizzes rather than in-class reading quizzes. In
addition, the students in the Weinstein and Wu
study were exposed to both assessment strate-
gies and may have been able to report more
accurately, whereas students our investigation
were never exposed to in-class quizzes.

A few potential limitations of the investiga-
tion should be mentioned. First, procedural fi-
delity was not assessed other than the measure-
ment of instructor prompts. Although the
procedure can probably be considered low risk
for failure (i.e., the same instructor taught both
sections using identical RAT assignments and
slides), researchers interested in extending our
procedures should conduct procedural fidelity
checks to ensure the same content was taught
across groups. Second, our lack of participant
randomization poses a threat to the internal va-
lidity of our investigation. That is, if there were
any prior differences between the students in
Sections A and B, our results might have been
prone to either Type I or Type II error. How-
ever, we found no significant differences be-
tween the groups in terms of participant char-
acteristics and pretest scores, and our choice of
a nonequivalent control group design allowed
us to control for the difficulty of content across
units. Although random assignment was not
feasible for our study, researchers whose
courses are web based and include online in-
struction have the potential to apply random
assignment, as suggested by LoSchiavo, Shatz,
and Poling (2008).

Third, we may have been able to gather more
information from students on our student satis-
faction survey if we (a) asked students to nom-
inate assessment strategies that have encour-
aged active study habits in their past, and (b)
administered the survey repeatedly (e.g., Kel-

lum, Carr, & Dozier, 2001) to evaluate whether
students’ preferences shifted over the semester.
Third, we evaluated RATs in comparison with a
control group experiencing no RATs, rather
than pitting RATs against another assessment
strategy. Researchers interested in this topic
area might consider conducting comparisons of
RATs to (a) online weekly quizzes, (b) frequent
in-class quizzes (both scheduled and random-
ized), (c) in-class writing exercises, or (d) on-
line tools or exercises provided by textbook
publishing companies.

Finally, the instructor allowed students in both
sections to use guided notes because this active
student response technique is preferred by stu-
dents (Neef, McCord, & Ferreri, 2006) and has
been shown to increase student participation (Aus-
tin, Lee, Thibeault, Carr, & Bailey, 2002), quiz
scores (Williams, Weil, & Porter, 2012), and the
quality of student note-taking (Austin, Lee, &
Carr, 2004). However, the addition of guided
notes may have increased the levels of the depen-
dent variables in this investigation, and therefore
compressed differences between groups. Thus, in-
structors interested in this area of research might
consider evaluating RATs with and without
guided notes to compare the effects of the assess-
ment strategy on its own versus its combined
effects with an active student response procedure.
It is also possible that we observed higher levels of
our dependent variables in Section B because
more students in that section took advantage of
guided notes. Instructors should consider measur-
ing students’ use of guided notes via self-report on
a student satisfaction survey or by collecting stu-
dents’ notes and directly measuring note-taking
(e.g., Austin et al., 2004). As with any supplemen-
tal supports (e.g., e-mail, office hours, study
groups, access to teaching assistants, flash cards),
students in both sections had equal access to
guided notes and were free to use them at their
discretion.

Although we did find RATs to be beneficial
for students, instructors should take the time to
weigh the practical disadvantages of RATs be-
fore rolling out this assessment strategy in their
classrooms. Instructors would need to consider
the additional time required to create multiple
quizzes, manage the web forum, and grade
RATs. Although we did not measure the in-
structor’s total preparation time for each sec-
tion, researchers interested in RATs might con-
sider including this metric in future
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investigations. Simultaneously, instructors
should be aware of potential technical issues
associated with entirely web-based assessments
and students’ possible inability to complete the
assessment if they have limited access to the
web. Lastly, this strategy may be difficult to
administer with large class sizes. For instance, if
instructors do not have additional assistance,
such as teaching assistants, administering RATs
may be too resource intensive.

Instructors who do not have the resources re-
quired to implement RATs might consider other
strategies to increase active study habits. By in-
cluding randomized or announced in-class quizzes
or writings (Butler, Phillmann, & Smart, 2001;
Krohn et al., 2008; Wilder et al., 2001), instructors
can provide contingencies for attendance. How-
ever, it has been suggested that students dislike
required in-class quizzes (Combs, 1976). Extra
credit opportunities such as writings (e.g.,
Carkenord, 1994) and quizzes (e.g., Padilla-
Walker, 2006), or creating contingencies in which
students are allowed to use their notes during
exams only if they attend previous lectures (e.g.,
Messling & Dermer, 2010), may have the same
effect on attendance without the punitive nature of
required in-class quizzes. Instructors might also
consider implementing active student response
strategies (Heward, 1997). One strategy, guided
notes, was used in both sections in this study.
Another strategy known as “response cards” al-
lows the class to respond to instructor prompts by
holding up written or preprinted cards (e.g., Kel-
lum et al., 2001). Instructors of large class sizes
may also opt to use a high-tech alternative of
response cards in which students respond via
clickers (e.g., Fies & Marshall, 2006; Flosason,
McGee, & Diener-Ludwig, 2015; Jones, Crandall,
Vogler, & Robinson, 2013).

The current study found that the arrangement of
contingencies in the RATs section promoted stu-
dent success by producing higher unit exam scores
and levels of attendance. Likely because of higher
exam scores and increased attendance, a larger
proportion of students who completed RATs
earned high grades (A, B, or C) and fewer failed
the course. Because some students may encounter
college courses that do not actively promote ef-
fective study strategies, educators may be able to
promote continued academic success by being
slightly more systematic in facilitating the transi-
tion from high school to college. High school
teachers could gradually fade achievement-related

activities and introduce contingencies for regular
independent study through frequent quizzing.
High school teachers could also introduce a doc-
ument similar to a syllabus that lays out student
expectations, test dates, and deadlines to promote
self-management. In addition, college instructors
could teach study skills either outside or within the
context of a course. For example, a general edu-
cation or elective course in academic strategies
(e.g., Tuckman & Kennedy, 2011) or self-
management (e.g., Choi & Chung, 2012) could be
offered and emphasized early in the curriculum.
Finally, instructors teaching lower division
courses could incorporate contingencies that pro-
mote effective study habits, such as frequent as-
sessment or RATs, into their classrooms and en-
courage colleagues to do the same in their courses.
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